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UNIT IV NEURAL NETWORKS 9

Multilayer perceptron, activation functions, network training - gradient descent optimization -
stochastic gradient descent, error backpropagation, from shallow networks to deep networks -Unit
saturation (aka the vanishing gradient problem) - ReLU, hyper parameter tuning, batch normalization,

regularization, dropout

4.1 Multi-layer Perceptron

Multi-Layer perceptron defines the most complex architecture of artificial neural networks. It is
substantially formed from multiple layers of the perceptron.

The pictorial representation of multi-layer perceptron learning is as shown below-

MLP networks are used for supervised learning format. A typical learning algorithm for MLP networks
is also called back propagation's algorithm.

A multilayer perceptron (MLP) is a feed forward artificial neural network that generates a set of outputs
from a set of inputs. An MLP is characterized by several layers of input nodes connected as a directed

graph between the input nodes connected as a directed graph between the input and output layers. MLP
uses backpropagation for training the network. MLP is a deep learning method.

4.2 Activation Functions in Neural Networks

Elements of a Neural Network



Input Layer: This layer accepts input features. It provides information from the outside world to the
network, no computation is performed at this layer, nodes here just pass on the information(features)
to the hidden layer.

Hidden Layer: Nodes of this layer are not exposed to the outer world, they are part of the abstraction
provided by any neural network. The hidden layer performs all sorts of computation on the features
entered through the input layer and transfers the result to the output layer.

Output Layer: This layer bring up the information learned by the network to the outer world.

What is an activation function and why use them?

The activation function decides whether a neuron should be activated or not by calculating the
weighted sum and further adding bias to it. The purpose of the activation function is to introduce non-
linearity into the output of a neuron.

Explanation: We know, the neural network has neurons that work in correspondence with weight,
bias, and their respective activation function. In a neural network, we would update the weights and
biases of the neurons on the basis of the error at the output. This process is known as back-
propagation. Activation functions make the back-propagation possible since the gradients are
supplied along with the error to update the weights and biases.

Why do we need Non-linear activation function?

A neural network without an activation function is essentially just a linear regression model. The
activation function does the non-linear transformation to the input making it capable to learn and
perform more complex tasks.

Mathematical proof
Suppose we have a Neural net like this :-

Elements of the diagram are as follows:
Hidden layer i.e. layer 1:
z(1) =W(1)X + b(1) a(1)

Here,

e z(1)is the vectorized output of layer 1
e W(1) be the vectorized weights assigned to neurons of hidden layer i.e. w1, w2, w3 and w4
e X be the vectorized input features i.e. i1 and i2
e bisthe vectorized bias assigned to neurons in hidden layer i.e. b1 and b2
e a(1)isthevectorized form of any linear function.
(Note: We are not considering activation function here)

Layer 2 i.e. output layer :-
Note : Input for layer 2 is output from layer 1

2(2) = W(2)a(1) + b(2)
a(2) = z(2)



Calculation at Output layer
z(2) = (W(2) * [W(1)X + b(1)]) + b(2)
z(2) = [W(2) * W(1)] * X + [W(2)*b(1) + b(2)]
Let,
[wez)*wj=w

[W(2)*b(1) +b(2)] =b
Final output : z(2) = W*X + b
which is again a linear function

This observation results again in a linear function even after applying a hidden layer, hence we can
conclude that, doesn’t matter how many hidden layer we attach in neural net, all layers will behave
same way because the composition of two linear function is a linear function itself. Neuron can not
learn with just a linear function attached to it. A non-linear activation function will let it learn as per
the difference w.r.t error. Hence we need an activation function.

Variants of Activation Function

Linear Function

o Equation: Linear function has the equation similar to as of a straight line i.e. y =x

o No matter how many layers we have, if all are linear in nature, the final activation function
of last layer is nothing but just a linear function of the input of first layer.

o Range: -inf to +inf

o Uses: Linear activation function is used at just one place i.e. output layer.

o Issues: If we will differentiate linear function to bring non-linearity, result will no more
depend on input “x” and function will become constant, it won'’t introduce any ground-
breaking behavior to our algorithm.

For example : Calculation of price of a house is a regression problem. House price may have any
big/small value, so we can apply linear activation at output layer. Even in this case neural net must
have any non-linear function at hidden layers.

Sigmoid Function
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e Itis afunction which is plotted as ‘S’ shaped graph.

e Equation:A=1/(1+e%)

e Nature : Non-linear. Notice that X values lies between -2 to 2, Y values are very steep. This
means, small changes in x would also bring about large changes in the value of Y.

e ValueRange:0to1

e Uses: Usually used in output layer of a binary classification, where result is either 0 or 1, as
value for sigmoid function lies between 0 and 1 only so, result can be predicted easily to
be 1 if value is greater than 0.5 and 0 otherwise.



Tanh Function

f(x) =2/ (1+e"(-2x)) -1

oG

The activation that works almost always better than sigmoid function is Tanh function also
known as Tangent Hyperbolic function. It’s actually mathematically shifted version of the
sigmoid function. Both are similar and can be derived from each other.

Equation :-

f(x) = tanh(x) = —%2— —1

14+e 2

Value Range :- -1 to +1

Nature :- non-linear

Uses :- Usually used in hidden layers of a neural network as it’s values lies between -1 to
1 hence the mean for the hidden layer comes out be 0 or very close to it, hence helps

in centering the data by bringing mean close to 0. This makes learning for the next layer
much easier.

RELU Function
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It Stands for Rectified linear unit. It is the most widely used activation function. Chiefly
implemented in hidden layers of Neural network.

Equation :- A(x) = max(0,x). It gives an output x if x is positive and 0 otherwise.

Value Range :- [0, inf)

Nature :- non-linear, which means we can easily backpropagate the errors and have
multiple layers of neurons being activated by the ReLU function.

Uses :- ReLu is less computationally expensive than tanh and sigmoid because it involves
simpler mathematical operations. At a time only a few neurons are activated making the
network sparse making it efficient and easy for computation.

In simple words, RELU learns much faster than sigmoid and Tanh function.



Softmax Function
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The softmax function is also a type of sigmoid function but is handy when we are trying to handle
multi- class classification problems.

Nature :- non-linear

Uses :- Usually used when trying to handle multiple classes. the softmax function was
commonly found in the output layer of image classification problems.The softmax function
would squeeze the outputs for each class between 0 and 1 and would also divide by the sum
of the outputs.

Output:- The softmax function is ideally used in the output layer of the classifier where we
are actually trying to attain the probabilities to define the class of each input.

The basic rule of thumb is if you really don’t know what activation function to use, then
simply use RELU as it is a general activation function in hidden layers and is used in most
cases these days.

If your output is for binary classification then, sigmoid function is very natural choice for
output layer.

If your output is for multi-class classification then, Softmax is very useful to predict the
probabilities of each classes.

4.3. Network Training

+« Training: It is the process in which the network is taught to change its weight
and bias.

¢ Learning: Itis the internal process of training where the artificial neural systemlearns
to update/adapt the weights and biases.

Different Training /Learning procedure available in ANN are

Supervised learning

» Unsupervised learning

Reinforced learning

> Hebbian learning

Gradient descent learning

» Competitive learning

Stochastic learning

1.4.1. Requirements of Learning Laws:

Learning Law should lead to convergence of weights

* Learning or training time should be less for capturing the



information from the trainingpairs
* Learning should use the local information

* Learning process should able to capture the complex non linear
mapping availablebetween the input & output pairs

* Learning should able to capture as many as patterns as possible

* Storage of pattern information's gathered at the time of learning
should be high for thegiven network

Neural Network
Learning algorithms

\ 4

Supervised Learning
(Error based)

Stochastic | | Error Correction Hebbian | [Competitive
Gradient descent

y {

Least Mean Back
Square Propagation

Figure 3: Different Training methods of ANN

Supervised learning :

Every input pattern that is used to train the network is associated with an output pattern which isthe
target or the desired pattern.

A teacher is assumed to be present during the training process, when a comparison is made
between the network’s computed output and the correct expected output, to determine the
error.The error can then be used to change network parameters, which result in an improvement
in performance.

Unsupervised learning:

In this learning method the target output is not presented to the network.It is as if there is no
teacher to present the desired patterns and hence the system learns of its own by discovering
and adapting to structural features in the input patterns.

Reinforced learning:

In this method, a teacher though available, doesnot present the expected answer but only
indicates if the computed output correct or incorrect.The information provided helps the
network in the learning process.

Hebbian learning:

This rule was proposed by Hebb and is based on correlative weight adjustment.This is the



oldestlearning mechanism inspired by biology.In this, the input-output pattern pairs (x;, y:) are
associated by the weight matrix W, known as the correlation matrix.

It is computed as

Here yiT is the transposeof the associated output vector yi.Numerous variants of the
rule havebeen proposed.

Gradient descent learning:

This is based on the minimization of error E defined in terms of weights and activation
function of the network.Also it is required that the activation function employed by the network
is differentiable, as the weight update is dependent on the gradient of the error E.

Thus if Awij is the weight update of the link connecting the it and j* neuron of the two
neighbouring layers, then Aw;; is defined as,

A =nodf - eq(2)
ij aW{j-

Where, 1 is the learning rate parameter and
OF is the error gradient with reference to the
owij



weight wij.
Gradient Descent:

Gradient Descent is a popular optimization technique in Machine
Learning and Deep Learning of the learning algorithms.

A gradient is the slope of a function.

It measures the degree of change of a variable in response to the changes
of another variable.

Mathematically, Gradient Descent is a convex function whose output is the
partial derivativeof a set of parameters of its inputs.

The greater the gradient, the steeper the slope.Starting from an initial
value, Gradient Descent is run iteratively to find the optimal values of the
parameters to find the minimum possible value of the given cost function.

Types of Gradient Descent:

Typically, there are three types of Gradient Descent:
1. Batch Gradient Descent
2. Stochastic Gradient Descent
3. Mini-batch Gradient Descent

Stochastic Gradient Descent (SGD):

R/
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The word ‘stochastic’ means a system or a process that is linked with a random
probability.

Hence, in Stochastic Gradient Descent, a few samples are selected randomly
instead of the whole data set for each iteration.

In Gradient Descent, there is a term called “batch” which denotes the totalnumber
of samples from a dataset that is used for calculating the gradient for each iteration.

In typicalGradient Descent optimization, like Batch Gradient Descent, the batch is
taken to be the whole dataset.

Although, using the whole dataset is really useful for getting to the minima in a
less noisy and less random manner, but the problem arises when our
datasets gets big.

Suppose, you have a million samples in your dataset, so if you use a typical
Gradient Descent optimization technique, you will have to use all of the one million
samples for completing one iteration while performing the Gradient Descent, and
it has to be done for every iteration until the minima is reached. Hence, it becomes
computationally very expensive to perform

4.5 Backpropagation

o
A
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The backpropagation consists of an input layer of neurons, an output layer, and at
least one hidden layer.

The neurons perform a weighted sum upon the input layer, which is then used by
the activation function as an input, especially by the sigmoid activation function.
It also makes use of supervised learning to teach the network.

[t constantly updates the weights of the network until the desired output is met by
the network.



¢ It includes the following factors that are responsible for the training and
performance of the network:

o Random (initial) values of weights.

o A number of training cycles.

o A number of hidden neurons.

o The training set.

o Teaching parameter values such as learning rate and momentum.

Working of Backpropagation

Consider the diagram given below.

(1) @ Hidden layer(s)

Input layer

Output layer

Difference in
desired values

Back;;FOp
output layer
1. The preconnected paths transfer the inputs X.

2. Then the weights W are randomly selected, which are used to model the input.

3. After then, the output is calculated for every individual neuron that passes from

the input layer to the hidden layer and then to the output layer.

4. Lastly, the errors are evaluated in the outputs. Errors= Actual Output - Desired

Output

5. The errors are sent back to the hidden layer from the output layer for adjusting

the weights to lessen the error.

6. Until the desired result is achieved, keep iterating all of the processes.

Need of Backpropagation
o Since itis fast as well as simple, it is very easy to implement.

o Apart from no of inputs, it does not encompass of any other parameter to perform

tuning.



o Asitdoes not necessitate any kind of prior knowledge, so it tends out to be more
flexible.

o Itis astandard method that results well.

What is a Feed Forward Network?

A feedforward neural network is an artificial neural network where the nodes never
form a cycle. This kind of neural network has an input layer, hidden layers, and an
output layer. It is the first and simplest type of artificial neural network.

Types of Backpropagation Networks
Two Types of Backpropagation Networks are:

o Static Back-propagation
o Recurrent Backpropagation

Static back-propagation:

It is one kind of backpropagation network which produces a mapping of a static input
for static output. It is useful to solve static classification issues like optical character
recognition.

Recurrent Backpropagation:

Recurrent Back propagation in data mining is fed forward until a fixed value is achieved.
After that, the error is computed and propagated backward.

The main difference between both of these methods is: that the mapping is rapid in

static back-propagation while it is nonstatic in recurrent backpropagation.

Best practice Backpropagation

Backpropagation in neural network can be explained with the help of “Shoe Lace”
analogy

Too little tension =

e Notenough constraining and very loose

Too much tension =

e Too much constraint (overtraining)
o Taking too much time (relatively slow process)
o Higher likelihood of breaking



Pulling one lace more than other =

e Discomfort (bias)

Disadvantages of using Backpropagation

e The actual performance of backpropagation on a specific problem is dependent
on the input data.

o Back propagation algorithm in data mining can be quite sensitive to noisy data

e You need to use the matrix-based approach for backpropagation instead of mini-
batch.

Backpropagation Process in Deep Neural Network

Backpropagation is one of the important concepts of a neural network. Our task is to
classify our data best. For this, we have to update the weights of parameter and bias, but
how can we do that in a deep neural network? In the linear regression model, we use
gradient descent to optimize the parameter. Similarly here we also use gradient descent
algorithm using Backpropagation.

For a single training example, Backpropagation algorithm calculates the gradient of
the error function. Backpropagation can be written as a function of the neural network.
Backpropagation algorithms are a set of methods used to efficiently train artificial neural
networks following a gradient descent approach which exploits the chain rule.

The main features of Backpropagation are the iterative, recursive and efficient method
through which it calculates the updated weight to improve the network until it is not able
to perform the task for which it is being trained. Derivatives of the activation function to
be known at network design time is required to Backpropagation.

Now, how error function is used in Backpropagation and how Backpropagation works?
Let start with an example and do it mathematically to understand how exactly updates
the weight using Backpropagation.



Input values

X1=0.05
X2=0.10

Initial weight

W1=0.15
W2=0.20
W3=0.25
W4=0.30 w8=0.55

Bias Values
b1=0.35 b2=0.60
Target Values

T1=0.01
T2=0.99

w5=0.40
w6=0.45
w7=0.50

Now, we first calculate the values of H1 and H2 by a forward pass.

Forward Pass

To find the value of H1 we first multiply the input value from the weights as

H1=0.3775

H1=x1xwi+x2xw2+b1
H1=0.05x0.15+0.10%x0.20+0.35

To calculate the final result of H1, we performed the sigmoid function as

We will calculate the value of H2 in the same way as H1

H2=0.3925

H2=x1xw3+x2xws4+b1
H2=0.05%0.25+0.10%x0.30+0.35

To calculate the final result of H1, we performed the sigmoid function as



H2fjna1 = 1

1+E
1

1
1+ 203975

H2fjpa =

H2,. = 0.596884378

Now, we calculate the values of y1 and y2 in the same way as we calculate the H1 and H2.

To find the value of y1, we first multiply the input value i.e., the outcome of H1 and H2
from the weights as

y1=H1xws+H2xwe+b2
y1=0.593269992x0.40+0.596884378x0.45+0.60
y1=1.10590597

To calculate the final result of y1 we performed the sigmoid function as

1
Y1final = 1
1+ ol

1
¥1lfina = 1

1+ 110590597

V1lgnag = 0.75136507

We will calculate the value of y2 in the same way as y1

y2=H1xw7+H2Zxwg+b2
y2=0.593269992x0.50+0.596884378x0.55+0.60
y2=1.2249214

To calculate the final result of H1, we performed the sigmoid function as

1
Y2final = 1

Y2final = 1
1+ Tozeee

VZ2final = 0.772928465

Our target values are 0.01 and 0.99. Our y1 and y2 value is not matched with our target
values T1 and T2.



Now, we will find the total error, which is simply the difference between the outputs
from the target outputs. The total error is calculated as

Etotal = Z % (target — output)?
So, the total error is

B 2 1 2
= E (tl - ylfin.a]) + E (TZ - yzfinal)

1 1
=5(0.01-075136507)" + = (099 — 0.772928465)*

= 0.274811084 + 0.0235600257

Eroral = 0.29837111

Now, we will backpropagate this error to update the weights using a backward pass.

Backward pass at the output layer

To update the weight, we calculate the error correspond to each weight with the help of
a total error. The error on weight w is calculated by differentiating total error with
respect to w.

aEmtaI
dw

Error,, =

We perform backward process so first consider the last weight w5 as

_ dE 1
Error,; = #"? e e wenan (1)
1 , 1 ,
Etoral = E (Tl - ylfinal) + E (TZ - yzfinal]_ AL {2)

From equation two, it is clear that we cannot partially differentiate it with respect to w5
because there is no any w5. We split equation one into multiple terms so that we can
easily differentiate it with respect to w5 as

B 0a OE s1a 1_final dy1
total tal 5t dy " ¥

= we e e e (3
dw5 V1 final dyl dw5 (3)

Now, we calculate each term one by one to differentiate Etotal with respect to w5 as



1 1 5
OErowal _ 05 (T1 = ylgna)® +5 (T2 — y2ginal)’)
Y 1inal Y 1final

1 .
=2 XE * (Tl —ylﬁna|)"_l * (—1} +0

= —(T1 — ylgqa)
— —(0.01 — 0.75136507)

aElntal
—total _ 0.74136507 ..........(4)
aylfinal
Pp— ®)
Y¥ilfinal = L gyl
a 1
0ylana _ 9T 5e1)
gyl dyl
e ¥l
T (14 ev1)2
=e¥lx (ylﬁual]: S =)
¥1lfinal = I+e 7l
1-v1
eyl == Yfimal )
ylﬁnﬂl

Putting the value of e in equation (5)

1 — ¥1ginal .
= —— X (y1final)®
Ylﬁnal

= ¥lfina X (1 - ylﬁna])
= 0.75136507 x (1 — 0.75136507)

Oy 1gina
ayl

y1 = Hlgge X W5+ H2gp0 X W6 4+ b2 v s e s e (9)

= 0.186815602 ..........(8)

ayl _ a(Hlﬁml ® wh + HZﬁmﬂ ® wé + h2)
aws aws

= Hlf:ins.]

01 _ 0.596884378 (10)
55 =0

dEtgral ¥ 1lfinal dyl

ylfina) Ayl »an dws

So, we put the values of
result.

in equation no (3) to find the final



aEtt:»ml — aEmtal % aylfinal % ayl
dw5 Fv1gnal dyl dw5b

= 0.74136507 ¥ 0.186815602 x 0.593269992

a'Etcma]

dwb

Error,;s = = 0.0821670407 .........(11)

Now, we will calculate the updated weight w5new with the help of the following formula

Etnml

dws
=0.4— 0.5 % 0.0821670407

WS e = W5 — 1) X Here,n = learning rate = 0.5

w5, = 0.35891648 ...... .. (12)

In the same way, we calculate w6new,W7new, and w8new and this will give us the following
values

W5new=0.35891648
Wbnew=408666186
W7new=0.511301270
W8new=0.561370121

Backward pass at Hidden layer

Now, we will backpropagate to our hidden layer and update the weight w1, w2, w3, and
w4 as we have done with w5, w6, w7, and w8 weights.

We will calculate the error at wl as

aEtota]
dwl

Error,,; =

1 1
Eioral = 3 (T1 — ylgpa)® + 3 (T2 — ¥24ipa)’

From equation (2), it is clear that we cannot partially differentiate it with respect to w1l
because there is no any wl. We split equation (1) into multiple terms so that we can easily
differentiate it with respect to w1 as

dE JE dH1 final  dH1
total _ OFcoar  HLMnal  BHL © 3y
dwl FH1fnal dH1 dwl

Now, we calculate each term one by one to differentiate Etotal with respect to w1 as

1 1 3
aEtotal — a(i {Tl - }rlflm!l]z + i {Tz - yzﬁual}u}
Ef"I—]]-I'irml. dH1

e (14)



We again split this because there is no any H1final term in Etcatal a5

OB _ 0B 0
aHlﬁnﬂ.l B aHlﬁnﬂ.l aHlfinal

dE, dE-
and
FH1final GH1final

will again split because in E1 and E2 there is no H1 term. Splitting is
done as

OF, _OE, oyl

Hlgpa Oyl OHlgna
OE, OE,  oy2

Hlgy  dy2 . 9H1 final

e (16)

3E, aE,
51 ond &2
We again Split both 91 9y2 pecause there is no any y1 and y2 term in E1 and E2. We
splititas

I-'aEl _ aEl x 1a:l",]-lfir:.al
dyl  dylgan dyl
aEE _ aEZ x aj’zﬁnal
dy2  dy2gan dy2

JE, JE.
81 ond &2
Now, we find the value of ¥% @2 by putting values in equation (18) and (19) as

From equation (18)

9E; _ OBy 9ylana
gyl  Gylgam Gyl

1 2
_ a(§ (Tl - ylﬁnsl}u} OV Linal
8¥1lgnal gyl

¥ Lfina
gyl

=2x %{Tl —vlgna) ¥ (—1) %
From equation (8)

1
= 2x5(0.01 - 0.75136507) x (~1) x 0.186815602

9E,

—= = 0.138498562 .......... (20
oyl (20)



From equation (19)

aEE — aE2 x ayzfinal
dy2  Oy2gpan  Oy2

1
_ S(E(Tz - yzfinal)z) % AV 2inal

ayzfimll ayz
1 ayzfinal
=2 X (T2 —y24 K1) X —— e o 21
2( ¥ fmal] ( ] ayz ( )
_ 1
yzfinal = m (22)
1
ayzfianl — al:]_ -+ g‘Yz)
dy2 dy2
e ¥z
C(1+e72)
=77 X (¥2fma1)” wer cee eve e (23)
_ 1
Y2final = T 52
vz = LT V2mal oy

yzf:in.al
Putting the value of e¥2 in equation (23)

_ 1- yzﬁna]

=—— X (¥2final)’
yzﬁnal

= yzfimal X (1 - yzﬁna])
= 0.772928465 X (1 — 0.772928465)

ayzi'ianl

= 0.175510053 ..........(25
ayz (25)

From equation (21)

1
=2x 5(0.99 — 0.772928465) x (—1) x 0.175510053

dE
5;%::—0.0380982366126414 ......... (26)

Now from equation (16) and (17)



OE, _OE, _dy1
dH1 final ay 1 dH 1ﬁna|

a(Hlﬁna] * Wg + Hzfinal * Wg + bZ}
dH1gna

0.138498562 X

a(Hlﬁn&] x Wy + Hzfinal x Wg + sz

0.138498562 X
dH1g,a

= 0.138498562 X w5
= 0.138498562 X 0.40

a']-]]-i’imal
9B, _9E, _ dy2
dH1lp,, Oy2 dH1_final

= 0.0553994248 .........(27)

a(Hlf:ina] X wsy + Hzﬁnal X wg + bz]

= —0.0380982366126414 X
dH1g,q

= —0.0380982366126414 X w7

= —0.0380982366126414 x 0.50

9E
—— = _0.0190491183063207 ........ (28)
aH::I-fiu.al
8E, 3E,

an
Put the value of 2Hfinal 9H1final i equation (15) as

aEtmal — aE:l + aEZ
aHlﬁnal aHlf:il‘.I.&l aHlf:il'.I.E.].

= 0.0553994248 + (—0.0190491183063207)

aEtnlal _

— = 0.0364908241736793 ... ...... (29)
aHlfiual
Etotal | AH1 final AHI

’ ’ . T arga
We have?H1final we need to figure out @H1 ' dwlgg



1
BHlﬁ-,m, _ 8(1 + E_Hl)

JH1 oH1
B E—Hl
T (1+eHD)?

ERE Sz § P L (30)
1
Hifinal. 1+ e—l—u
e o 1 Flnal (31)

Hlgna

Putting the value of e’H1 in equation (30)

1 —Hig
= —— 0 (Higpa)?
Hlﬁnal
= Hlfinal X (1 - Hlﬁnal)
= 0.593269992 X (1 — 0.593269992)

aH1g,0

=0.2413007085923199
dH1

We calculate the partial derivative of the total net input to H1 with respect to w1 the same
as we did for the output neuron:

H1 = Hlgpa X W5 + H2gp0 X W6 + b2 e (32)

dyl d(x1 Xwl+x2Xw3+blxX1)
awl dwl

=x1

OH1 _4.05 (33)
goop = 005

3Etpral  H1final gH1

’ dw1 jn equation (13) to find the final result.

So, we put the values of @H1final’  9H1

aEtmal _ IaEl:m:al X aHlFinal X dH1
dwl  AHlg,,  OHL  dwl

= 0.0364908241736793 x 0.2413007085923199 x 0.05

G
ErTor,, = :::;"‘ = 0.000438568..........(34)

Now, we will calculate the updated weight wlnew with the help of the following formula



tat

Wliew = W1l —1 % ol pope 1 = learning rate = 0.5

dwl

= 0.15 — 0.5 x 0.000438568

wl,., = 0.149780716......... (35)

In the same way, we calculate w2new,w3new, and w4 and this will give us the following

values

W4new=0.29950229

Wlhew=0.149780716
W2new=019956143
W3new=0.24975114

We have updated all the weights. We found the error 0.298371109 on the network when
we fed forward the 0.05 and 0.1 inputs. In the first round of Backpropagation, the total
error is down to 0.291027924. After repeating this process 10,000, the total error is down
to 0.0000351085. At this point, the outputs neurons generate 0.159121960 and
0.984065734 i.e., nearby our target value when we feed forward the 0.05 and 0.1.

2.5.1 Difference Between a Shallow Net & Deep

Learning Net:

SL.No Shallow Net’s Deep Learning Net's
1 One Hidden layer(or very Deep Net's has many layers of
less no. ofHidden Hiddenlayers with more no.
Layers) of neurons in each layers
2 Takes input only as DL can have raw data like
VECTORS image, textas
inputs
3 Shallow net’s needs more DL can fit functions better
parametersto have with lessparameters than a
better fit shallow network
4 Shallow networks with one DL can compactly express
Hidden layer (same no of highly complex functions
neurons as DL) cannot place over input space
complex functions overthe
input space
5 The number of units in a DL don’t need to
shallow network grows increase it size(neurons) for
exponentially withtask complex problems
complexity.




6 Shallow network is more Training in DL is easy and no
difficult to train with our issue oflocal minima
current algorithms (e.g.it has in DL
issues of local minima etc)

4.6 The Vanishing Gradient Problem

The Problem, Its Causes, Its Significance, and Its Solutions
The problem:

As more layers using certain activation functions are added to neural networks, the
gradients of the loss function approaches zero, making the network hard to train.

Why:

Certain activation functions, like the sigmoid function, squishes a large input space into a
small input space between 0 and 1. Therefore, a large change in the input of the sigmoid
function will cause a small change in the output. Hence, the derivative becomes small.

Image 1: The sigmoid function and its derivative

As an example, Image 1 is the sigmoid function and its derivative. Note how when the
inputs of the sigmoid function becomes larger or smaller (when |x| becomes bigger), the
derivative becomes close to zero.

Why it’s significant:

For shallow network with only a few layers that use these activations, this isn’t a big
problem. However, when more layers are used, it can cause the gradient to be too small
for training to work effectively.

Gradients of neural networks are found using backpropagation. Simply put,
backpropagation finds the derivatives of the network by moving layer by layer from the
final layer to the initial one. By the chain rule, the derivatives of each layer are multiplied
down the network (from the final layer to the initial) to compute the derivatives of the
initial layers.



However, when n hidden layers use an activation like the sigmoid function, n small
derivatives are multiplied together. Thus, the gradient decreases exponentially as we
propagate down to the initial layers.

A small gradient means that the weights and biases of the initial layers will not be
updated effectively with each training session. Since these initial layers are often crucial
to recognizing the core elements of the input data, it can lead to overall inaccuracy of the
whole network.

Solutions:

The simplest solution is to use other activation functions, such as ReLU, which doesn’t
cause a small derivative.

Residual networks are another solution, as they provide residual connections straight to
earlier layers. As seen in Image 2, the residual connection directly adds the value at the
beginning of the block, x, to the end of the block (F(x)+x). This residual connection
doesn’t go through activation functions that “squashes” the derivatives, resulting in a
higher overall derivative of the block.

X
Y
weight layer
]—‘( X) ! relu »
weight layer identity

F(x)+ x

Image 2: A residual block

Finally, batch normalization layers can also resolve the issue. As stated before, the
problem arises when a large input space is mapped to a small one, causing the
derivatives to disappear. In Image 1, this is most clearly seen at when |x| is big. Batch
normalization reduces this problem by simply normalizing the input so |x| doesn’t reach
the outer edges of the sigmoid function. As seen in Image 3, it normalizes the input so
that most of it falls in the green region, where the derivative isn’t too small.
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Image 3: Sigmoid function with restricted inputs

4.7 Hyperparameters in Machine Learning

Hyperparameters in Machine learning are those parameters that are explicitly
defined by the user to control the learning process. These hyperparameters are used
to improve the learning of the model, and their values are set before starting the learning
process of the model.

% Here the prefix "hyper" suggests that the parameters are top-level parameters that
are used in controlling the learning process.

% The value of the Hyperparameter is selected and set by the machine learning
engineer before the learning algorithm begins training the model.

*+ Hence, these are external to the model, and their values cannot be changed
during the training process.

Some examples of Hyperparameters in Machine Learning
o The kin kNN or K-Nearest Neighbour algorithm
o Learningrate for training a neural network
o Train-test split ratio
o Batch Size
o Number of Epochs
o Branchesin Decision Tree

o Number of clusters in Clustering Algorithm
Model Parameters:

Model parameters are configuration variables that are internal to the model, and a model
learns them on its own. For example, W Weights or Coefficients of independent
variables in the Linear regression model. or Weights or Coefficients of independent
variables in SVM, weight, and biases of a neural network, cluster centroid in
clustering. Some key points for model parameters are as follows:



o They are used by the model for making predictions.

o They are learned by the model from the data itself

o These are usually not set manually.

o These are the part of the model and key to a machine learning Algorithm.

Model Hyperparameters:

Hyperparameters are those parameters that are explicitly defined by the user to control
the learning process. Some key points for model parameters are as follows:

o These are usually defined manually by the machine learning engineer.

o One cannot know the exact best value for hyperparameters for the given problem.
The best value can be determined either by the rule of thumb or by trial and error.

o Some examples of Hyperparameters are the learning rate for training a neural
network, K in the KNN algorithm,

Categories of Hyperparameters

Broadly hyperparameters can be divided into two categories, which are given below:

1. Hyperparameter for Optimization

2. Hyperparameter for Specific Models
Hyperparameter for Optimization
The process of selecting the best hyperparameters to use is known as hyperparameter

tuning, and the tuning process is also known as hyperparameter optimization.
Optimization parameters are used for optimizing the model.

Hyperparameter
tuning

) Best hyperparameters

T

Model training

Some of the popular optimization parameters are given below:



o Learning Rate: The learning rate is the hyperparameter in optimization
algorithms that controls how much the model needs to change in response to the
estimated error for each time when the model's weights are updated. It is one of
the crucial parameters while building a neural network, and also it determines the
frequency of cross-checking with model parameters. Selecting the optimized
learning rate is a challenging task because if the learning rate is very less, then it
may slow down the training process. On the other hand, if the learning rate is too

large, then it may not optimize the model properly.

o Batch Size: To enhance the speed of the learning process, the training set is
divided into different subsets, which are known as a batch. Number of Epochs: An
epoch can be defined as the complete cycle for training the machine learning
model. Epoch represents an iterative learning process. The number of epochs
varies from model to model, and various models are created with more than one
epoch. To determine the right number of epochs, a validation error is taken into
account. The number of epochs is increased until there is a reduction in a
validation error. If there is no improvement in reduction error for the consecutive

epochs, then it indicates to stop increasing the number of epochs.

Hyperparameter for Specific Models

Hyperparameters that are involved in the structure of the model are known as
hyperparameters for specific models. These are given below:

o Anumber of Hidden Units: Hidden units are part of neural networks, which refer
to the components comprising the layers of processors between input and output

units in a neural network.

It is important to specify the number of hidden units hyperparameter for the neural
network. It should be between the size of the input layer and the size of the output layer.
More specifically, the number of hidden units should be 2/3 of the size of the input layer,
plus the size of the output layer.

For complex functions, it is necessary to specify the number of hidden units, but it should
not overfit the model.

o Number of Layers: A neural network is made up of vertically arranged
components, which are called layers. There are mainly input layers, hidden
layers, and output layers. A 3-layered neural network gives a better
performance than a 2-layered network. For a Convolutional Neural network, a

greater number of layers make a better model.



4.8 Batch Normalization:

++ Itis a method of adaptive reparameterization, motivated by the difficulty

of training very deep models.In Deep networks, the weights are updated

for each layer.

So the output will no longer be on the same scale as the input (even
though input is normalized).

+ Normalization - is a data pre-processing tool used to bring the numerical

data toa common scale without distorting its shape.

when we input the data to a machine or deep learning algorithm we tend

to change the values to a balanced scale because, we ensure thatour

model can generalize appropriately.(Normalization is used to bring the

input into a balanced scale/ Range).

o
A

¢

o
A5

Let's understand this through an example, we have a deep neural network as shown in the following image.

X] \ 7 e .
)(2 ’..\' X A . o
% ¥ -
x3 ’ o — .
¥ R VY Y W,
) w

Initiaily, our inputs X1, X2, X3, X4 are in normalized form as they are coming from the pre-processing stage.
the input passes through the first layer, it transforms, as a sigmoid function applied over the dot product of |
X and the weight matrix W.

h, = 6(W,X)
h, = 6(W,h,) = o(W,o(W, X))

Normalize the inputs

O =o(Wh, )

Image Source: https://www.analyticsvidhya.com/blog/2021/03/introduction-to-batch-
normalization/



http://www.analyticsvidhya.com/blog/2021/03/introduction-to-batch-

¢ Even though the input X was normalized but the output is no longer on
the same scale.

% The data passes through multiple layers of network with multiple
times(sigmoidal) activation functions are applied, which leads to an
internal co-variate shift in the data.

X/
X4

This motivates us to move towards Batch Normalization

L)

X/
°e

Normalization is the process of altering the input data to have mean as
zero and standard deviationvalue as one.

Procedure to do Batch Normalization:

(1) Consider the batch input from layer h, for this layer we need to
calculate the mean of this hiddenactivation.After calculating the
mean the next step is to calculate the standard deviation of the
hidden activations.

(2) Now we normalize the hidden activations using these Mean &
Standard Deviation values. To dothis, we subtract the mean from
each input and divide the whole value with the sum of standard
deviation and the smoothing term (g).

(3) As the final stage, the re-scaling and offsetting of the input is
performed. Here two components of the BN algorithm is used,
y(gamma) and 3 (beta). These parameters are used for re-scaling
(v) andshifting(3) the vector contains values from the previous
operations.

These two parameters are learnable parameters, Hence
during the training of neural network,the optimal values of y and 3
are obtained and used. Hence we get the accurate normalization of
eachbatch.

4.9 Regularization

Definition: - “any modification we make to a learning algorithm that is intended
to reduce its generalization error but not its training error.”

*

¢ In the context of deep learning, most regularization strategies
are based onregularizing estimators.

% Regularization of an estimator works by trading increased bias
for reducedvariance.An effective regularizer is one that makes a

profitable trade, reducing variancesignificantly while not overly
increasing the bias.

% Many regularization approaches are based on limiting the capacity
of models, such as neural networks, linear regression, or logistic
regression, by adding a parameter norm penalty (1(0) to the
objective function ]. We denote the regularized objective function
by J”

J(6; X, y) =](8; X, y) + af2(6)



where o € [0, o) is a hyperparameter that weights the relative contribution
of the normpenalty term, (), relative to the standard objective function J.
Setting a to 0 results in no regularization. Larger values of a correspond to
more regularization.

The parameter norm penalty () that penalizes only the weights of the affine
transformation at each layer and leaves the biases unregularized.

L2 Regularization

One of the simplest and most common kind of parameter norm penalty is L2
parameter & it’s also called commonly as weight decay. This regularization
strategy drives the weights closerto the origin by adding a regularization term

()= 2z || wvw]||2=

L2regularization is also known as ridge regression or Tikhonov regularization.
To simplify, weassume no bias parameter, so 8 is just w. Such a model has the
following total objective function.

./l"m:X.-y) %'m w + J(w: X .y),
with the corresponding parameter gradient
Ve (w: X, 4y) = aw | Ve d(w: X.1y).
To take a single gradient step to update the weights, we perform this update
w — w —¢e(aw + VpJ(w: X.y)).
Written another way, the update is

w <+ (1 —ea)w — eVl (w: X . y).

We can see that the addition of the weight decay term has modified the learning
rule to multiplicatively shrink the weight vector by a constant factor on each
step, just before performing the usual gradient update. This describes what
happens in a single step.The approximation *] is Given by

J(O) — J(w") + = (w — w*) T H(w — w").

Where H is the Hessian matrix of ] with respect to w evaluated at wx.



The minimum of "] occurs where its gradient Vw'](w) = H(w — wx) is equal to ‘0’To

study the eff ect of weight decay,

evarr + F¥ (e — ae0™) = 0O
( FT + evd arr — F&ae™
i (FT + T ' Fr ™

As a approaches 0, the regularized solution "w approaches w*. But what happens as a grows?
Because H is real and symmetric, we can decompose it into a diagonal matrix A and an
orthonormal basis of eigenvectors, Q, such that H = QAQT. Applying Decomposition to theabove
equation, We Obtain

2 — (EQACQ " + ~T)  TQQACQ " 200"

— [Q(}A I o Ve ]_' QAR w*
— QA + ) "AQ " w.

Figure 2: Weight updation effect

The solid ellipses represent contours of equal value of the unregularized
objective. The dotted circles represent contours of equal value of the L 2
regularizer. At the point w”, these competing objectives reach an equilibrium. In
the first dimension, the eigenvalue of the Hessian of ] is small. The objective
function does not increase much when moving horizontally away from wx .
Because the objective function does not express a strong preference along this
direction, the regularizer has astrong effect on this axis. The regularizer pulls w1
close to zero. In the second dimension, the objective function is very sensitive to
movements away from wx* . The corresponding eigenvalue is large, indicating
high curvature. As a result, weight decay affects the position of w2 relatively little.

L1 Regularization

While L2 weight decay is the most common form of weight decay, there are other
ways to penalize the size of the model parameters. Another option is to use L1 regularization.



> L1 regularization on the model parameter w is defined as the sum of
absolute values of theindividual parameters.

Q(O) = ||lwl| = E Nwil,

L1 weight decay controls the strength of the regularization by scaling the
penalty () using a positive hyperparameter o. Thus, the regularized objective
function J°(w; X, y) is given by

.f('w:X.y) = oflw|)) + J(w; X, y),

with the corresponding gradient as

Vel (w; X, y) = asign(w) + VuJ (X, y; w), - 4 Egil

By inspecting equation 1, we can see immediately that the effect of L 1
regularization is quite different from that of L 2 regularization. Specifically,
we can see that the regularization contribution to the gradient no longer
scales linearly with each wi ; instead it is a constant factorwith a sign equal to
sign(wi).

Quadratic approximation of the L 1 regularized objective function decomposes into a sum over the parameters

Jw; X,y) = J(w*': X ,y) + Z [%U;,;(w;. —w})? +a|w-;.l} ;

1
The problem of minimizing this approximate cost function has an analytical solution with the following form:

v
w; = sign(w;] ) max {lufl = .0} ;
H;,i

Consider the situation where w % i > 0 for all i. There are two possible outcomes:

1. The case where w; < 47—. Here the optimal value of w; under the regularized
L% ]

objective is simply w; = 0. This occurs because the contribution of J(w; X, y)
to the regularized objective J (w; X, y) is overwhelmed—in direction i—by
the L! regularization, which pushes the value of w; to zero.

2. The case where w > 37-. In this case, the regularization does not move the
optimal value of w; to zero but instead just shifts it in that direction by a
distance equal to %

Difference between L1 & L2 Parameter Regularization



S.No L1 Regularization L2 Regularization
Panelizes the sum of absolute i X

1 . penalizes the sum of square weights.
value of weights.

2 It has a sparse solution. It has a non-sparse solution.

3 It gives multiple solutions. It has only one solution.

4 Constructed in feature selection. No feature selection.

) Robust to outliers. Not robust to outliers.

& It generates simple and It gives more accurate predictions when the output
interpretable models. variable is the function of whole input variables.
Unable 1o learn complex data

7 Able to learn complex data patterns.
patterns.

- Computationally inefficient over Computationally efficient because of having
non-sparse conditions. analytical solutions.

Difference between Normalization and Standardization

Normalization

This technique uses minimum and max
values for scaling of model.

It is helpful when features are of different
scales.

Scales values ranges between [0, 1] or [-1, 1].

It got affected by outliers.

Scikit-Learn provides a transformer called
MinMaxScaler for Normalization.

Itis also called Scaling normalization.

It is useful when feature distribution is
unknown.

Standardization

This technique uses mean and standard deviation
for scaling of model.

It is helpful when the mean of a variable is set to 0
and the standard deviation is set to 1.

Scale values are not restricted to a specific range.
It is comparatively less affected by outliers.

Scikit-Learn = provides a transformer called
StandardScaler for Normalization.

[t is known as Z-score normalization.

[t is useful when feature distribution is normal.



4.10 Dropout in Neural Networks

A Neural Network (NN) is based on a collection of connected units or nodes called
artificial neurons, which loosely model the neurons in a biological brain. Since such a
network is created artificially in machines, we refer to that as Artificial Neural Networks
(ANN).

Problem: When a fully-connected layer has a large number of neurons, co-adaptation is
more likely to happen. Co-adaptation refers to when multiple neurons in a layer extract
the same, or very similar, hidden features from the input data. This can happen when
the connection weights for two different neurons are nearly identical.

This poses two different problems to our model:

o Wastage of machine’s resources when computing the same output.

o If many neurons are extracting the same features, it adds more significance to
those features for our model. This leads to overfitting if the duplicate extracted
features are specific to only the training set.

Solution to the problem: As the title suggests, we use dropout while training the NN to
minimize co-adaptation. In dropout, we randomly shut down some fraction of a layer’s
neurons at each training step by zeroing out the neuron values. The fraction of neurons
to be zeroed out is known as the dropout rate, . The remaining neurons have their

values multiplied by so that the overall sum of the neuron values remains the
same.




The two images represent dropout applied to a layer of 6 units, shown at
multiple training steps. The dropout rate is 1/3, and the remaining 4 neurons at
each training step have their value scaled by x1.5. Thereby, we are choosing a
random sample of neurons rather than training the whole network at once. This
ensures that the co- adaptation is solved and they learn the hidden features
better.

Why dropout works?

e By using dropout, in every iteration, you will work on a smaller
neural network than the previous one and therefore, it approaches
regularization.

e Dropout helps in shrinking the squared norm of the weights and this
tends to a reduction in overfitting.
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Machine Learning Life Cycle | 3
* The Machine Leaning (ML) model management and the dehver}l') oih hlg?ly
performing model is as important as the initial build of the mode.l y & oosx;g
right dataset. The concepts around model retraining, model vers.lon‘mgr' m? el
deployment and model monitoring are the basis for machine learning operations
that helps the data science teams deliver highly performing models. | B °
The use of machine'leam'ng has increased substantially in enterprise data. ar.lalytics
scenarios to extract valuable insights from the business data. Hence, it is ve.xty |
important to have an ecosystem to build, test, deploy and maintain the enterprise
- grade machine learning models in production environments. ‘
¢ The ML model development involves data acquisition from multiple trusted
sources, data processing to make suitable for building the model, choose algorithm
to build the model, build model, compute performance metrics and choose best ‘
performing model.
* The model maintenance plays critical role once the model is deployed into
production. The maintenance of machine learning model includes keeping the
model up to date and relevant in tune with the source data changes' as there is a

risk of model becoming outdated in course of time.

® Machine learning model lifecycle refers to the process that covers right from
source data identification to model development, model deployment and model
maintenance. At high level, the entire activities fall under two broad categories,

such as ML model development and ML model operations. |
* The machine learning lifecycle process is shows in Fig. 5.1.1 and it includes the

following phases :
Business goal identification
ML problem framing
Data processing (Data collection, data preprocessing, feature engineering)

1
2
3.
4. Model deVelopment (Training, tuning, evaluation)
5. Model deployﬁlent (Inference, prediction)

6.

Model monitoring.
Business goal : An organization considering ML should have a clear idea of the
problem and the business value to be gained by solving that problem. We must be
able to measure business value against specific business objectives and success
criteria.
ML problem framing : In this phase, the busingss problem is framed as a machine
learning problem : What is observed and ,What should be predicteq (known as a
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Machine Learning
Lifecycle

.~ Deployment.

Model
development

Fig. 5.1.1 Machine learning lifecycle process

label or target variable). Determining what to predict and how performance and
error metrics must be optimized is a key step in this phase.

Data processing : Training an accurate ML model requires data processing to
convert data into a usable format. Data processing steps include collecting data,
preparing data and feature engineering that is the process of creating,
transforming, extracting, and selecting variables from data.

Model development : Model development consists of model building, training,

tuning and evaluation. Model building includes creating a pipeline that automates
the build, train and release to staging and production environments. -

Deployment : After a model is trained, tuned, evaluated and validated, we can
deploy the model into production. we can then make predictions and inferences

against the model. P
Monitoring : Model monitoring system ensures your model is maintaining a
desired level of performance through early detection and mitigation.

m Guidelines for Machine Learn‘ing Experiments

) e objectives (e.g. assessing the expected error of an
Aim .of the sderi.n‘gNr;t) E;:rt:mg allgorithm on a particular proll))lem, etc. ).
algont.hm, colzth response variable : what should we use as the quality measure
Selection of 'ciesion and recall, complexity, etc. ) '
(e.g. errol‘f: I;:tors and levels : What are the factors for the defined aim of the
Choice o

—— ameters when the algorithm is fix and want to find
study ( factors are hyperpar e
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best hyperparameters, if we are comparing algorithms, the learning algorithm is a

factor ). |
Choice of experimental design : Use factorial design unless we are sure that the

factors do not interact. Replication number depends on the dataset size; it can be
kept small when the dataset is large. Avoid using small datasets which leads to
responses with high variance and the differences will not be significant and results

will not be conclusive.
Performing the experiment : Doing a few trial runs for some random settings to
check that all is as expected, before doing the factorial experiment. All the results

should be reproducible.
Statistical analysis of the data : Conclusion we get should not be due to chance.

. . = 1 I
Conclusions and recommendations : One frequently conclusion is the need fo

further experimentation. There is always a risk that our conclusions be wiong,
especially if the data is small and noisy. When our expectations are not met, it is

most helpful to investigate why they are not.

EEEN Dataset Preparation

Machine learning is about learning some properties of a data set and applying
them to new data. This is why a common practice in machine learning to evaluate
an algorithm is to split the data at hand in two sets, one that we call a training set
on which we learn data properties and one that we call a testing set, on which we
test these properties. :

In training data, data are assign the labels. In test data, data labels are unknown
but not given. The training data consist of a set of training examples.

The real aim of supervised learning is to do well on test data that is not known
during learning. Choosing the values for the parameters that minimize the loss
function on the training data is not necessarily the best policy.

The training error is the mean error over the training sample. The test error is the
expected prediction error over an independent test sample.

Problem is that training error is not a good estimator for test error. Training error
can be reduced by making the hypothesis more sensitive to training data, but this
may lead to over fitting and poor generalization. :

gaining set : A set of examples used for learning, where the target value is
own. |

Tesf set : It is .used only to assess the performances of a classifier. It is never used
du.nng the training process so that the error on the test set provides an unbiased
estimate of the generalization error.

Training data is the knowledge about the data source which we use to construct

‘the classifier,
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° . ; :
‘I,r;h;:i dataset, 2 training set js implemented to build up a model, while a test (or
ation) set is to ‘validate the model built. Data points in the training set are

::;flgdf;ig;g‘ the test (validation) set. Usually, a dataset is div%ded .into a trau‘;n;g1
into a trainin - (son.‘e people use 'test set' instead) 1n eac}} iteration or divide
& Set, a validation set and a test set in each iteration. ‘
) w,I::en;ZZhEZ tal,.m:ng’ we basically trx to create a model to predict thfe test data. So,
generated Anuing c.iata to fit the model and testing data to test it. The models
e are to predict the results unknown which is named as the test set.

EEH cross Validation (Cv) ang Resampling

’ Z.laléd?tjon .teﬂuu'ques in machine learning are used to get the error rate of the ML
odel, which can be considered as close to the true error rate of the population. If

the data volume is large enough to be representative of the population, you may
not need the validation techniques. |

s mac}un. e learning, model validation is referred to as the process where a trained
mod-el 1s evaluated with a testing data set. The testing data set is a separate
portion of the same data set from which the training set is derived. The main

purpose of using the testing data set is to test the generalization ability of a
trained model.

¢ Cross-validation is a technique for evaluating ML models by training several ML
models on subsets of the available input data and evaluating them on the
complementary subset of the data. Use cross-validation to detect overfitting, ie,
failing to generalize a pattern. '

* In general, ML involves deriving models from data, with the aim of achieving
some kind of desired behavior, e.g., prediction or classification.

® But this generic task is broken down into a number of special cases. When
training is done, the data that was removed can be used to test the performance of
the learned model on “new" data. This is the basic idea for a whole class of
model evaluation methods called cross validation.

e Types of cross validation methods are holdout, K - fold and leave-one-out.

e The holdout method is the simplest kind of cross validation. The data set is
separated into two sets, called the traix'm.\‘g set and the testing set. The function

approximate fits a function using the training set only. :
K - fold cross validation is one way to improve over the holdout method. The
data set is divided into k subs.ets, and the holdout method is repeated k times.
Each time, one of the k sub.se.ts is used as the test set and the other k-1 subsets are
put together to form a training set. Then the average error across all k trials is

computed.
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. Leave-one-out cross validation is K

fold cross validation taken to its logica]

- ot 4 set. That meang
extreme, with K equal to N, the number of data pointa the data ye
: is trained on all the da except for

N separate times, the function approximate
one point and a prediction is made for that point.

][ esting Holdout method

Cross validation

Data permitting :
_ Training || validation | | Testing

'

Training, Validation, Testing

Fig. 5.3.1

K - Fold Cross Validation’

K - fold CV is where a given data set is split into a K number of sections/folds
where each fold is used as testing set at some point.

Lets take the scenario of 5-Fold cross validation (K = 5). Here, the data set is split
into 5 folds.

In the first interaction, the first fold is used to test the model 'and the rest are used
to train the model. In the second iteration, 2™ fold is used as the testing set while
the rest serve as the training set. This process is repeated until each fold of the 5
folds has been used as the testing set.

K - fold cross validation is perfomied as per the following steps :

1. Partition the original training data set into k equal subsets. Each subset is called a

fold. Let the folds be named as fy, f,,...fy .

Fori=1toi=k
Keep the fold f; as validation set and keep all the remaini :

: ma B.ods the
cross validation training set. Ining k - 1 folds in
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3.

Estimate the accuracy of your machine learning model by averaging the accuracies
derived in all the k cases of cross validation.

In the k - fold cross validation method, all the entries in the original training data -
set are used for both training as well as validation. Also, each entry is used for
validation just once. ° S A

The advantage of this method is that it matters less how the data gets divided.
Every data point gets to be in a test set exactly once and gets to be in a training
set k-1 times. The variance of the resulting estimating is reduced as k is
increased.

The disadvantage of this method is that the training algorithm has to be rerun
scratch k times, which means it takes k times as much computation to make an
evaluation. A variant of this method is to randomly divide the data into a test and
training set k different times.

The advantage of doing this is that you can independently choose how large each
test set is and how many trials you average over.

m Bootstrapping

where Cx
fc2, o
e But the values O xr Oy

Bootstrapping is a method of sample reuse that is much more general than
cross-validation. The idea is to use the observed sample to estimate the
population distribution.  Then samples can be drawn from the estimated
population and the sampling distribution of any type of estimator can itself be
estimated. ' :

The bootstrap is a flexible and powerful statistical tool that can be used to .
quantify the uncertainty associated with a given estimator or statistical learning
method. For example, it can provide an estimate of the standard error of a
coefficient, or a confidence interval for that coefficient.

Suppose that we wish to invest a fixed sum of money in two financial assets that
yield returns of X and Y respectively, where X and Y are random quantities. We
will -invest a fraction a of our money in X and will invest the remaining 1 — o in
Y% ;

We wish to choose o to minimize the total risk, or variance, of our investment.
In other words, we want to minimize Var (@X + (1 — o )Y ).

One can show that the value that minimizes the risk is given by,
' 6% —oxy '

VL
c% +0% —20xy

a:

2 .= Var(X), C%( = Var(Y) and oxy = Cov(X,Y)
2 and oxy are unknown.
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e We can compute estimates for these quantities, o, 2 and &xy, USINE 2 data set
that contains measurements for X and Y. . . o
e We can then estimate the value of o that minimizes the variance of o investment
using, : : :

A2 A

A2 A2 A
0X+GY—ZQXY

& =
e To estimate the standard deviation of &, we fePeated th? proces? o Ry B
paired observations of X and Y and estimating 0. 1,000 times. : )
o We thereby obtained 1,000 estimates for o, which we can call 01, %2/ *1000-

. 3 =
e For these simulations the parameters were set to o4 =1 0y~ 1.25 and oxy =05

and so we know that the true value of o is 0.6.

e The mean over all 1,000 estimates for o is,
A 1 1000 ;
5 = —— Y 6. = 0.5996,
% = To00 =

very close to 0. = 0.6 and the standard deviation of the estimates is, -

1 1000 ,
Too0—7 2 (G —®* = 0.083
r=1

e This gives us a very good idea of the accuracy of & : SE(&) = 0.083.

* So roughly speaking, for a random sample from the population, we would expect
6 to differ from o by approximately 0.08, on average.

e There are three forms of bootstrépping which differ primarily in how the
- population is estimated. :
1. Nonparametric (Resampling)

2. Semiparametric (Adding noise)
3. Parametric. (Simulation)

1. Nonparametric bootstrap : In the nonparametric bootstrap a sample of the same
size as the data is taken from the data with replacement. If we measure 10

samples, we create a new sample of size 10 by replicati
Plicating som les
that we have already seen and omitting others. & e of the samp

2. Semiparametric bootstrap : The resampling bootstra
items that were in the original sample. The semipa

- that the population ‘includes other items that are sjm
by sampling from a smoothed version of the sample
this can be done very simply by first taking a sampl]
observed sample and then adding noise.

P can only reproduce the
Tametric bootstrap assumes
ll.ar to the observed sample
histogram. 1t turns out that
€ With replacement from the
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3. Parametric bootstrap : Parametric bootstrapping assumes that the data comes from
a known distribution with unknown parameters. We estimate the parameters from

the data that you have and then you use the estimated distributions to simulate
the samples.

EXX Measuring Classifjer Performance

* A binary dlassification rul
basis of its description,

e The performance of a bina

on a test set with kno
actual classes in rows

e is a method that assigns a class to an object, on the

ry classifier can be assessed by tabulating its predictions
wn labels in contingency table or confusion matrix, with
and predicted classes in columns.

* Measures of performance need to satis

1. They must coherently capture the
2.

fy several criteria :
aspect of performance of interest;

They must be intutive enough to become widely used, so that the same

measures are consistently reported by researches, enabling community-wide
conclusions to be drawn; :

3. They must be computationally tractable, to match the rapid growth in scale of
modem data collection.

4. They must be simple to report as a single number for each method-dataset
combination.

* Performance metrics for binary classification are designed to captured tradeoffs
between four fundamental population quantities : True positives, false positives,
true negatives and false negatives. '

* The evaluation measures in classification problems are defined from a matrix with
the numbers of examples correctly and incorrectly classified for each class, named
confusion matrix. The confusion matrix for a binary classification problem is
shown below.

';‘Pre"dicted class

Positive Negative N

~ True positive Fa

- False positive 7

e A confusion matrix contains about actual and predicted classifications done.by a

classification system. Performance of such systems is commonly using data in the
matrix. Confusion matrix is also called a contingency table,

1. False positives : Examples predicted as positive, which are from the ne

gative
class.
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whose true class is positive.

2. False negatives : Examples predicted as negative,
aining to the positive

3. True poisitives : Examples correctly predicted as pert

class.

4. True negatives : Examples correctly predicted as belongings to fhe negative
lass.

: e is the accuracy rate. It evaluates the

e The evaluation measure most used in practic s
ntage of correct predictions.

effectiveness of the classifier by its perce ec
| True negatives |+ |True positives| _
s|+| True positivesl|

Accuracy rate = g lse negatives | +False positives|+|True negative
: ch evaluates a classifier by

e The complement of accuracy rate is the error rate, whi

its percentage of incorrect predictions. .
[False negatives| + |False positives| :

T negatives|+False positives|+| True negatives|+|True positives|

Error rate = 1 — (Accuracy rate)
e The recall and specificity measures evaluate the effectiveness of a classifier- for

each class in the binary problem. The recall is also known as sensitivity or true
positive rate. Recall is the proportion of examples belonging to the positive class

which were correctly predicted as positive.
The specificity i$ a statistical measures of how well a binary classification test

correctly identifies the negative cases.
| True positivel|

Recall ®) = [True positive | +|False negativel

ITrue negativel
Specificity =
peciidily |False positive| +|True positivel

* True positive Rate (TPR) is also called sensitivity, hit rate and recall.
Number of true positives

Sensitivity =
Y = Number of true positive+ Number of false positive

e A sta.xt.isu'cal measure of how well a binary classification test correctly identifies a
condition. Probability of correctly labeling members of the tafget class.

e No shgle measures tells the whole story. A classifier with 90 % accuracy can be
useles.s if 99 Percent of the population does not have cancer and the 10 % that do
are misclassified by the classifier. Use of multiple measures recommended |

XN Accuracy and ROC Curves

e Binary classification accuracy metrics quantify the two types of correct ﬁredictions
and two types of errors. Typical metrics are accuracy (ACC), precision, recall, false
positive rate, Fl-measure. Each metric measures a different asI’)ect of the

nredicative model.
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Accuracy- (ACC) measures the fraction of correct predictions. Precision n.1easures
the fraction of actual positives among those examples that are predicted as

- positive. Recall measures how many actual positives were predicted as positive.

Fl-measure is the harmonic mean of precision and recall.

Curve

Receiver Operating Characteristics (ROC) graphs have long been used in signal
detection theory to depict the tradeoff between hit rates and false alarm fates over
noisy channel. Recent years have seen an increase in the use of ROC graphs in the
machine learning community, '

An ROC plot plots true positive rate on the Y-axis false positive rate on the X-axis;
a single contingency table corresponds to a single point in an ROC plot.

The performance of a ranker can be assessed by drawing a piecewis.e linear curve
in an ROC plot, known as an ROC curve. The curve starts in (0, 0), finishes in
(1, 1) and is monitorically non-decreasing in both axes. I T
A useful technique for organizing classifiers and visualizing their performance.
Especially useful for domains with skewed class distribution and unequal °
classification error costs. .

It allows to create ROC curve and a complete sensitivity/specificity report. The
ROC curve is a fundamental tool for diagnostic test evaluation.

In a ROC curve the true positive rate (Sensitivity) is plotted in function of the’
false positive rate (100 Specificity) for different cut-off points of a parameter. Each
point on the ROC curve represents a sensitivity/specificity pair corresponding to a
particular decision threshold. The area under the ROC curve is a measure of how
well a parameter can distinguish between two diagnostic groups.

‘Each point on an ROC curve connecting two segments corresponds to the true and

false positive rates achieved on ;he same test set by the classifier obtained from
the ranker by splitting the ranking between those two segments, T

An ROC curve is convex if the slopes are montonically non-increasing when
moving along the curve from (0, 0) to (1, 1). A concavity in an ROC curve, ie,,
two or more adjacent segments with increasing slopes, indicates a locally worse
than raﬁdom ranking. In this we would get better ranking performance by joining
the segments involved in the concavity, thus creating a coarser classifier.
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‘) Find conhngency table ii) Find vecall iii) Precision xv) Negatt“v
'f;jfv) False posxtwe rate » Wt

Answer apply ; Fast learner : .
Level questions - + Ve class
\ 1 0
| Fastieamer : 25 Answer Recall
| Stow learner : 10 s (Y Level questions
: SN |V gy \0 ;
Fastleamer:20 | ~ [Fastlearner:5
Slow learner:10| | Slow Ieamer 30

Solution : Contingency table

True Positive True Positive

Precision = Actual Results = True Positive+ False Positive
True Positive "~ True Positive
Recall =

Predicted Results *' True Positive+ False Negative

Calculate precision and recall

Precision = 25/35 = 0.714

Recall = 25/30 = 0.833

False positive rate = (False positive ) / (false positive + trye negative)
= 10/(10 + 30) = 0.25

Conszder followmg conﬁtszon matrzx and calculate;followm
,':;;classzﬁer zz) Speczﬁaty of classzﬁer o e 5 - i

] Confuslon. Pfedicted |
i Matnxr‘ :
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Solution : Given data . TP =8 FN =10, FP=4, TN =8 .

" el (5K is calculated as the number of correct positive predictions divided
tg‘,pge ol fumber of positives. It is also called recall (REC) or true positive rate

Sensitivity (SN) = TPEN =%10 = 0.444

* Spedificity (SP) is calculated as the number of correct negative predictions divided
by the total number of negatives. It is also called true negative rate (TNR).

Specificity (SP) = NP = 8-?- T 0.666

CEEEERERY Consider the following 3-clss confison matri. Caleulate precision and recall
'Pér class. Also calculate weighted average precision and recall for classifier.

Predicted .
Acual gl q50 0 B
R

Solution :

15+15+45 _ 75

Classifier Accuracy = 100 100 = 0.75
Calculate per-class precision and recall :
. 15 _ 15
First class 7k 0.63 and 55 0.75
15 15
Second class = 20 0.75 and 5= 0.50

45 45 .
Third class = g¢ = 0.8 and 50" 0.9
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CZETEE®) Prove that : i) FPR = 1~ TPR ii) FNR = 1 - TPR

Solution : i) FPR = 1-TPR
* False Positive Rate (FPR) =1 — True Negative Rate (TNR)
FPR = FP/N =FP/ (FP + TN)
FPR = 1-TNR
ii) FNR =1 - TPR
False Negative Rate = 1 — True Positive Rate
FNR = FN (EN + TP)
FNR = 1-TPR |

m Precision and Recall

e Relevance : Relevance is a subjective notion. Different users may differ about the
relevance or non-relevance of particular documents to given questions.

e In response to a query, an IR system searches its document collection and returns
a ordered list of responses. It is called the retrieved set or ranked list. The system
employs a search strategy or algorithm and measure the quality of a ranked list.

e A better search strategy yields a better ranked list and better ranked lists help the
user fill their information need.

e Precision and recall are the basic measures used in evaluating search strategies. As
shown in the first two figures, these measures assume :

1. There is a set of records in the database which is relevant to the search topic

2. Records are assumed to be either relevant or irrelevant.

3. The actual retrieval set may not perfectly match the set of relevant records.

The set t
of items :{;?%ZV? "
retrieved retrieved

Relevant items - retrieved
Relevant items - not retrieved

The set of relevant .
items in the database

* Recall is the ratio of the number of relevant records retrieved to the total numbe”

of relevant records in the database. It is usually expressed as a percentage
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A = Number of relevant records retrieved.
B = Number of relevant records not retrieved.

: A
Recall = A+B x 100 9%

Preci |
5 uTele‘s‘:mn is the ratio of the number of relevant records retrieved to the total number
ant and relevant records retrieved. It is usually expressed as a percentage.

A = Number of relevant records retrieved.
C = Number of irrelevant records retrieved.

Precison = = x 100 %
A+C
e As recall increases, the precision decreases and recall decreases the precision
increases.

Assume the followzng

A database contains 80 records on a partzcular topzc '

| A search was conducted on that topic and 60 records were retrzeved
Of the 60 records retrzeved 45 were relevant. :
o Calculate the preczsmn and recall scores for the search.
Solutlon : Using the designations above :

A = The number of relevant records retrieved,
B = The number of relevant records not retrieved, and
C = The number of irrelevant records retrieved.

In this example A = 45, B = 35 (80 - 45) and C = 15 (60 - 45).

45 .
Recall = ;=3¢ x 100 %
45 .
Recall = g5 x 100 %
Recall = 56.25 %
A
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45
OF s
5115 x 100 A-60 x 100

Precision

Precision = 75 % B i
20 found documents, 18 relevant, 3 relevant documents are ot found, .
27 irrelevant are as well not found. Calculate the precision and recall and fallout Scares jor.
. the search.
Solution : Precision : 18/20 = 90 %
Recall :  18/21 =857 %

Fall-out: 2/29 =69 % )
s Recall is a non-decreasing function of the number of docs retrieved. In a good

system, precision decreases as either the number of docs retrieved or recall
increases. This is not a theorem, but a result with strong empirical confirmation.
The set of ordered pairs makes up the precision-recall graph. Geometrically When
the points have been joined up in some way they make up the precision-recall
curve. The performance of each request is usually given by a precision-recall
curve. To measure the overall performance of a system, the set of curves, one for
each request, is combined in some way to produce an average curve.
Assume that set Ry containing the relevant document for q has been defined.
Without loss of generality, assume further that the set R4 is composed of the
following documents :

Rq ={d3,d5,d9,d25,d39,d44,d56,d71,d89,d123 }

There are ten documents which are relevant to the query q.
= For the query q, a ranking of the documents in the answer set as follows.
Ranking for query q :

7
/)
7

\\\ N \
s B L

N
.

N
N
e

‘\\\\\ N

N
TN
N
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2, d;ia g' :9 ) 12. dgg
3.dgg @ s: d511 13. dysg
%y | ) d;fzy - 14.dyg3
%4 10. dog ® _ ———15.d3 *
S (P. R)1 = (‘.00 0/0. 10 0/6) - (P. R)6 = (50 %. 30 %) ‘ (p, R)15 = (30 %, 50 %)

(F R)3 = (86 %, 20 %) (P, R)4 = (40 %, 40 %)

* Fig 5.4.1 shows the curve of precision versus recall. By taking various numbers o
the top returned documents (levels of recall), the evaluator can produce 2

precision-recall curve.

120
¥

100 4

Precision
N A O
O O o 8
i ] 1 1

% 4 e 8 100 120
Recall 4
Fig. 5.4.1 Precision versus recall curve

(]
(@)

e The precision versus recall curve is usually plotted based on 11 standard recall

level: 0 %,10 %,...,100 %.
e In this example : The precisions for recall levels higher than 50 % drop to 0
because no relevarit documents were retrieved. There was an interpolation for the

Ifecall level 0 %.
o Since the recall levels for each query might be distinct from. the 11 standard recall

levels.

F - Measure

e The F measure is a measure of a test's accuracy and is defined as the weighted
harmonic mean of the precision and recall of the test. The F - measure or F - score
is one of the most commonly used "single number" measures in Information
Retrieval, Natural Language Processing and Machine Learning.

o F-measure comes from Information Retrieval (IR) where Recall is the frequency
with which relevant documents are retrieved or 'recalled’ by a system, but it is
known elsewhere as Sensitivity or True Positive Rate (TPR). .
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or predictions are

ents
also known as Positive

intended to combine

* Precision is the frequency with which retrieved docum
relevant or 'correct, and is properly a fc;rm of Accuracy,
Predictive Value (PPV) or True Positive Accuracy (TPA). F is
these into a single measure of search ‘effectiveness’.

* High precision and low accuracy is possible. due to systematic bia.s. One of the
problems with Recall, Précision, F - measure and Accuracy as used in Information
Retrieval is that they are easily biased.

e The F-measure balances the precision and recall. The result is a value between 0.0
for the worst F-measure and 1.0 for a perfect F - measure.

e The formula for the standard F1 - score is the harmonic mean of the precision and

recall. A perfect model has an F-score of 1.
2 x Precision x Recall

F - Measure = Precision + Recall

Review Questions

1. Define following terms with suitable example :

i) Confusion matrix ii) False positive rate iii) True positi've rate.
. What is a contingency table/matrix ? What is the use of it ?
. Explain true positive, true negative false positives, false negatives and class ratio.

2

3

4. What is a contingency table ? What does it represent ?
5

- What is multiple linear regression ? How will it be different from simple linear regression ?

EX3 Multiclass Classification

* Multiclass classification is a machine learning classification task that consists of
more than two classes, or outputs. For example, using a model to identify animal
types in images from an encyclopedia is a' multiclass classification example
because there are many different animal classifications that each image can be
classified as. Multiclass classification also requires that a sample only have one
class.

e Each training point belongs to one of N different classes. The goal is to construct a
function which, given a new data point, will correctly predict the class to which
the new point belongs.
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* There z ;
aTe Many scenarios in which there are multiple categories to which points

b : i

t}fils(‘ng, :ut a glven point can belong to multiple categories. In its most basic form,

can bPI'O = decomposes trivially into a set of unlinked binary problems, which
€ solved naturally using techniques for binary classification.

Common model for classification is the Support Vector Machine (SVM). An SVM
T\vorks.by Projecting the data into a higher dimensional space and separating it
U'.lto different classes by using a single (or set of) hyperplanes. A single SVM does
binary classification and can differentiate between two classes. In order to

differentiate between K classes, one can use (K - 1) SVMs. Each one would predict
membership in one of the K classes.

EEEN Weighted Average

e Mean Average Precision (MAP) is also called average precision at seen relevant
documents. It determine precision at each point when a new relevant document
gets retrieved. Average of the precision value obtained for the top k documents,
each time a relevant doc is retrieved.

e Avoids interpolation, use of fixed recall levels. MAP for query collection is
arithmetic averaging. Average precision - recall curves are normally used to
compare the performance of distinct IR algorithms.

e Use P = 0 for each relevant document that was not retrieved. Determine average
for each query, then average over queries :

MAP = = i 5 %P(doc-)

- W j=1 b= x

where Q; = Number of relevant document for query j
N = Number of queries

P(doc;) = Precision at ith relevant document

Precision - recall appropriateness :
e Precision and recall have been extensively used to evaluate the retrieval
performance of IR algorithms. However, a more careful reflection reveals problems
with these two measures :

e First, the proper estimation of maximum recall for a query requires detailed
knowledge of all the documents in the collection.

o Second, in many situations the use of a single measure could be more ap};ropriate.

o Third, recall and precision measure the effectiveness over a set of queries
processed in batch mode.
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. o
e Fourth, for systems which require a weak ordering though, rec.a11 and precision
might be inadequate. :

Single value summaries : . shedes fon
* Average precision-- recall curves constitute standard evaluation

informati i ituati in which we would

ormation retrieval systems. However, there are situations S
i tri O i SONs tw
like to evaluate retrieval performance over individual queries. The rea

fold : :
1. First, averaging precision over many queries might disguise Important
anomalies in the retrieval algorithms under study.

2. Second, we might be interested in investigating whether ‘a algorithm

_ outperforms the other for each query.
* In these situations, a single precision value can be used.

EXEA Multiclass Classification Techniques

* Each training point belongs to one of N different classes. The goal is to construct a
function which, given a new data point, will correctly predict the class to which
the new point belongs. The multi-class classification problem refers to assigning
each of the observations into one of k classes.

* A common.way to combine pair wise comparisons is by voting. It constructs a
rule for discriminating between every pair of classes and then selecting the class
with the most winning two-class decisions. Though the voting procedure requires
just pair wise decisions, it only predicts a class label.

* Example of multi-label classification is as follows :

1. Is it eatable ? . 1.Is it a banana ? ~ L1Is it abanana ?
2. Is it sweet ? . 2.Is it an apple ? - 2.1s it yellow ?
3. Is it a fruit ? . 3.Is it an orange ? - 3. Is it sweet ?
4.Is it a banana ? - 4.Isitapineapple? 4. 1Is it round 2

>y i I “:\‘\

4 k// P ‘:\;\\ \:

% NN

Nested/Hierarchical . Exclusive/Multi-class Genera-l/Structured
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e Fig. 551
and 5.5.2 shows binary and multiclass classification.

f A
R
X X AA X xX '
2l O X X X X
Ooo X ) 2 El. X
' OgA |
% o X4 i

Fig. 5.5.1 Binary classification Fig. 5.5.2 Multiclass classification

* Multiclass classification through binary classification :
1. One Vs All (OVA) :

e For each class build a classifier for that class vs the rest. Bulld N dlfferent binary

classifiers.
For this approach, we require N = K binary classifiers, where the kth classifier is

trained with positive examples belonging to class k and negative examples

belonging to the other K — 1 classes.
When testing an unknown example, the cla551f1er producing the maximum output

is considered the winner, and this class label is assigned to that example.
It is simple and provides performance that is comparable to other more
complicated approaches when the binary classifier is tuned well.

2. All-Vs-All (AVA) : ' '
e For each class build a classifier for those class vs the rest. Build N (N -1)

classifiers, one classifier to distinguish each pair of classes i and j .
‘e A binary classifier is built to discriminate between each pair of classes, while

discarding the rest of the classes.
e When testing a new example, a voting is performed among the classifiers and the

class with the maximum number of votes wins.

3. cal";:at:ic;;smn function f of a classifier is said to be calibrated or well-calibrated if P
. - fs correctly classified | £(x) =s) =s
rmally f is 2 good estimate of the probablhty of classifying correctly a new
int x which would have output value x. Intuitively if the "raw" output of a
datap©O you can calibrate it by estimating the probability of x being well

ris g
Sa:ﬁ:d given that g(x)=y for all y values possible.
a
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4. Error-Correcting Output-Coding (ECOC)
i bine binary clas
* Error correcting code approaches try to com

lets you exploit de-correlations and correct errors.

sifiers in a way that

ifi :tincuish between the K
* This approach works by training N binary classifiers to distinguis

ding to a bin
different classes. Each class is given a codeword of length N according ary
matrix M . Each row of M corresponds to a certain class.

= 7 bit code words.
¢ The following table shows an example for K = 5 classes and N _ 7 b1

* Each class is given a row of the matrix. Each column is used to train a distinct
‘binary classifier. When testing an unseen example, the output codeword from the
N classifiers is compared to the given K code words, and the one with the

minimum hamming distance is considered the class label for tha

R t example.
5.5.1 v_C’c}né_z"déréthefollozping’.thi‘éé:class“ N

confusion matrix,

i N e v At SIS
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Solution :

_15+15+45 75
100 " 100

Classifier accuracy . i

Calculate per-class precision and recall :

: _ 15 _ 15
First class = i 0.63 and 20" 0.75
15 15
Second class = 20 = (0.75 and g 0.50
| 45
Third class = a 0.8 and —=0.9

50

Solution : Accuracy is the percent of correct classifications. Error rate is the percent of
incorrect classifications. Classification accuracy is a misleading measure of performance
when the data are not perfectly balanced. This is because a classifier may take advantage

of an imbalanced dataset and trivially achieve a classificatio
fraction of the majority class.

Review Questions

n accuracy equal to the

i) One Vs all approach  ii) One Vs one approach

iii) Error correcting output codes approach.
2. Explain any two approaches to construct multiclass classifier.

......................................
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m t - Test . :
the tests are inappll_cable becayse
[

When a small sample (size < 30) is CQ;S:;ll:dt’ests’ do not hold good for smaj
ge

the assumptions we made for lar
samples.

e In case of small samples it is not possib
i) That the random sampling distribution of a sta

i) The sample values are sufficiently close to POP
S.E. of estimate. )

e Thus an entirely new approach is required to deal with fp:::alfln:nffl small
samples. But one should note that the methods and theory © ples are

applicable to large samples but its converse is not true
all, as is often the case in practice, the Central Limit

tricter assumptions on the

le to assume,
tistics normal

ulation values to calculate the

e When sample sizes are sm
Theorem does not apply. One must then impose S
population to give statistical validity to the test procedure. One common
assumption is that the population from which the sample is taken has a normal
probability distribution to begin with. | '

Degree of freedom (df) : By degree of freedom we mean the number of classes to
which the value can be assigned arbitrarily or at will without voicing the

restrictions or limitations placed.

» For example, we are asked to choose any 4 numbers whose total is 50. Clearly we
are at freedom to choose any 3 numbers say 10, 23, 7 but the fourth number, 10 is
fixed since the total is 50 [50 — (10 + 23 + 7) = 10]. Thus we are given a restriction,
hence the freedom of selection of number is 4 - 1 = 3,

* The degree of freedom (df) is denoted by v(nu) or df and it is given by v=n- k,
where n = number of classes and k = number of independent constrains.

t - Test for Single Mean

. }'\ihen the sample values come from a normal distribution, the exact distribution g
t" was worked out by W. S. Gossett. He called it a t - distribution

. :Jnfor:':uhna'tely, there is not one t - distribution, There are different t - distributio™

ﬂ(‘)lr eta dl.ffer.e n - alue of n. If n = 7 there is a certain t - distribution but if 1~ P

e t - distribution is a little different. We say that the variable ¢ has 2
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g ESlD,
s/Vn
follows Student's t - Distribution with n - 1 degrees of freedom.
The sample mean is % and the sample standard deviation is s.
* The degrees of freedom are the number of free choices left af
such as is calculated. When you use a t - distribution to estimate a pop
mean, the degrees of freedom are equal to one less than the sample size.
df = n-1

ter a sample statistic
ulation

Assumptions :

1. Population is normal although this assumption can be relaxed if sample size is
"large".

2. Random sample was drawn from the population of interest.
e Based on the comparison of calculated 't' value with the theoretical 't value from
the table, we conclude :

Shape of student's t - distribution

—4 -2 0 2 4
Fig. 5.6.1

m Properties of Students t - Distribution

1. The t - distribution is different for different degrees of freedom.
5. The t - distribution is centered at 0 and symmetric about 0.

3. The total area under the curve is 1. The area to the left of 0 is 1/2 and the area to
the right of 0 is 1/2. :

4. As the magnitude of t increases the graph approaches but never equals 0.

5. The area in the tails of the t - distribution is'larger than the area in the tails of the
normal distribution. | :

6. The shape of the t-distribution is dependent on the sample size n.
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As sample size n increases, the distribution becomes approximately normal.

The standard deviation is greater than 1.
The mean, median, and mode of the t-distribution are equal to zero.

The area in the tails of the t - distribution is a little greater than the are.a in tht;
tails of the standard normal distribution, because we are using 3 i estimate o
o, thereby introducing further variability.

© ® N o

e of t get closer to the

10. As the sample size n increases the density of the curv .
the sample size n

standard normal density curve. This result occurs because as
increases, the values of s get closer to o, by the law of large numbers.

T - critical values : gl
e Critical values for various degrees of freedom for the t - distribution are

(compared to the normal)

%

t - Test for Correlation Coefficients

e The correlation coefficient, p (tho), is a popular statistic for describing the strength
of the relationship between two variables. :

The correlation coefficient is the slope of the regression line between two variables
when both variables have been standardized by subtracting their means and
dividing by their standard deviations. The correlation ranges between plus and

minus one.
When p is used as a descriptive statistic, no special distributional assumptions

need to be made about the variables (Y and X) from which it is calculated.
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* When hypothesis tests are made, you assume that the observations are

independent and that the variables are distributed according to the
bivariate-normal density function. |

However, as with the t-test, tests based on the correlation coefficient are robust to
moderate departures from this normality assumption.

The population correlation ? is estimated by the sample correlation coefficient r.
Note we use the symbol R on the screens and printouts to Tepresent the
Population correlation.

t - test for correlation coefficients formul

With degrees of freedom equal to n - 2.

® The steps to be followed for the t - test for correlation coefficient is listed below :
1. State the null hypothesis and alternative hypothesis. :

Hy=p=0

H,=p=#0

Here p is the population correlation coefficient.

State the significance level.

Find the test statistic of correlation coefficient with the above-defined formula.
To make a decision, use the critical value approach or the p - value apbproach

Finally, state the conclusion.
The above test is conducted with the supposition that the association is linear
between the variables and originate from a normal distribution that is bivariate.

* U B W N

o The t-test is always used for population correlation coefficient of zero. So, in order
to test the population correlation coefficient other than zero, z-test for correlation
coefficient is used to test the significance of the correlation coefficient.

McNemar's Test

e The McNemar test is a non-parametric test for paired nominal data. It is used for
finding a change in proportion for the paired data. It compare the performance of
two classifiers on N items from a single test set.

e McNemar's test is used to compare the performance of two classifiers on the same

test set. This test works if there are a large number of items on which A and B
make different predictions.
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¢ with matched pairs of

McNemar's test is applied to 2 x 2 contingency table encies are equal.

inal frequ
subjects to determine whether the row and column margina 1

The three main assumptions for the test are : s and one independent
1. - We must have one nominal variable with two categori€

variable with two connected groups. —
: exclusive.
2. The two groups in the dependent variable must be mutually

3. Sample must be a random sample.

EX] K - fold CV Paired t Test

We use k - fold cross-validation to get K training/validation set pairs. To C’;ram the
two classification algorithms on the training sets T;; where i =1; ...; K and test on
the validation sets V;. : | 1
The error percentages of the classifiers on the validation sets are recorded as p;

and piz.
If the two classification algorithms have the same error rate, then we expect them
to have the same mean, or equivalently, that the difference of their means is 0.

The difference in error rates on fold i is p; = p} —p?. This is a paired test; that is,
for each i, both algorithms see the same training and validation sets.

When this is done K times, we have a distribution of pPi coﬁtairu'ng K points.
Given that p! and p? are both (approximately) normal, their difference p; is also
normal. The null hypothesis is that this distribution has 0 mean

Ho:p=0vs.Hy : p#0)

We define :
N K ,
_ 2iiPi g2 = 2iei(Pi ~m)?
T ViR &S K~1

Under the null hypothesis that 1L = 0, we have a statistic that is t-distributed with

K -1 degrees of freedom :

Vkm-0) " vk (m)
. B B “h

Thus the K - fold cv -paired t - test rejects the hypothesis it fivo clrsciion
algorithms have the same error rate at significance leve] g if this value is outside
the interval (—t%, K t%,K—l ).

If we want to test whether the first algorithm hag less error than th o i
need a one-sided hypothesis.and use a one-tailed test . - € second,

Hy : p20vs.Hy:pn<0 ‘
If the test rejects, out claim that the first one has Significantly less error is
supported. ' y
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theré. But the training sets still

* Advantage is that each test set is independent of 0
taining a good estimate of the

overlap. This overlap may prevent the test from ob
amount of variation that would be observed if each training set were completely

independent of previous training sets.
* The variance in the t statistic maybe sometimes underestimated,, the means are
occasionally poorly estimated and this may result in large t values.

EI Two Marks Questions with Answers
Q.1  Define Bootstrapping. -

.~ Ans. : Bootstrapping is a method of sample reuse that is much more general than
~ cross-validation. The idea is to use the observed sample to estimate the population
. distribution. Then samples can be drawn from the estimated population and the
i sampling distribution of any type of estimator can itself be estimated.

Q.2 What is confusion matrix ?.

Ans. : The evaluation measures in classification problems are defined from a matrix
' with the number of examples correctly and incorrectly classified for each class, named

. confusion matrix. |

Q.3  What is cross-validation ?

Ans. : Cross-validation is a technique for validating the model efficiency by training it
" on the subset of input data and testing on previously unseen subset of the input data.

Q4 Explain McNemar's test.

Ans. :
e The McNemar test is a non-parametric test for paired nominal data. It is
used for finding a change in proportion for the paired data. It compare the
performance of two classifiers on N items from a single test set.

e McNemar's test is used to compare the performance of two classifiers on the
same test set. This test works if there are a large number of items on which
? A and B make different predictions.
. @5 Whatis K - fold cross-validation ?
 Ans. : K-fold cross-validation approach divides the input dataset into K groups of

samples pf equal sizes. These samples are called folds. For each learning set, the
prediction function uses k — 1 folds and the rest of the folds are used for the test set.

Q.6 Whatisa T -test ?

Ans. : The t - test compares the means (averages) of two populations to determine how
. different they are from each other. The test generates a t-score and p-value, which

- quantify exactly how different each population is and the likelihood that this difference
. can be explained by chance or sampling error.
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Q.7 List the‘applica&lon;

of cross-valldati;;.w

- Ans, : it
e of different
* This technique can be used to compare the performanc ;

predictive modeling methods.
* It has great scope in the medical research field. . ced by the
* It can also be used for the meta-analysis, as it is already being U
data scientists in the field of medical statistics.
Q.8  Explain merits and demerits of t-test.
Ans. : Merits :
1. Easy to gather data.

2. Determine source data.

: 3. Essential for generalization.
- Demerits :
: L. It may contains small amount of noise.

2. If the data collected violates the assumption of the t - test, then the output is
unreliable.

3. T-test cannot be used for multiple comparisons

Qaa






